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Q1. Show that following functions are norms.

(a) f(x) = ‖Tx‖, where‖ · ‖ is a norm, T ∈ Cn×n is nonsingular, and x ∈ Cn. In particular, f(x) =√
xTPx with P � 0 is a norm.

(b) f(X) = max1≤i≤m{
∑n
j=1 |Xij |}, where X ∈ Cm×n.

(c) f(X) = sup{‖Xu‖a | ‖u‖b ≤ 1}, where ‖ · ‖a and ‖ · ‖b are norms, and X ∈ Cm×n.

Solution:

(a) 1.) ‖Tx‖ ≥ 0.

2.) ‖Tx‖ = 0 i.f.f. Tx = 0, since ‖ · ‖ is a norm. Moreover, Tx = 0 i.f.f. x = 0 since T is

nonsingular.

3.) ‖T (cx)‖ = |c|‖Tx‖.
4.) ‖T (x+ y)‖ = ‖Tx+ Ty‖ ≤ ‖Tx‖+ ‖Ty‖.

(b) 1.)Obviously f(X) ≥ 0.

2.) Still obviously max1≤i≤m{
∑n
j=1 |Xij |} = 0 i.f.f. Xij = 0 for all i, j.

3.) f(cX) = max1≤i≤m{
∑n
j=1 |cXij |} = |c|max1≤i≤m{

∑n
j=1 |Xij |} = |c|f(X).

4.)

f(X + Y ) = max
1≤i≤m

{
n∑
j=1

|Xij + Yij |} ≤ max
1≤i≤m

{
n∑
j=1

(|Xij |+ |Yij |)} = max
1≤i≤m

{
n∑
j=1

|Xij |+
n∑
j=1

|Yij |)}

≤ max
1≤i≤m

{
n∑
j=1

|Xij |}+ max
1≤i≤m

{
n∑
j=1

|Yij |)} = f(X) + f(Y ).

(c) 1.) f(X) ≥ ‖X0‖a = 0, where 0 is the zero vector.

2.) Let 0 denote the zero matrix. f(0) = sup{‖0‖a | ‖u‖b ≤ 1} = 0. Conversely, f(X) = 0

implies that ‖Xu‖a = 0 for all u such that ‖u‖b ≤ 1. By setting u = ei/‖ei‖b, where ei is the all

zero vector except the ith entry being one, we have that the ith column of X is a zero vector.

3.) f(cX) = sup{‖cXu‖a | ‖u‖b ≤ 1} = |c| sup{‖Xu‖a | ‖u‖b ≤ 1} = |c|f(X).

4.) f(X+Y ) = sup{‖(X+Y )u‖a | ‖u‖b ≤ 1} ≤ sup{‖(Xu‖a | ‖u‖b ≤ 1}+sup{‖Y u‖a | ‖u‖b ≤
1} = f(X) + f(Y ).

Q2. Prove that

‖x‖2 ≤ ‖x‖1 ≤
√
n‖x‖2.

Solution:

‖x‖1 =

n∑
i=1

|xi| × 1 ≤

√√√√ n∑
i=1

|xi|2

√√√√ n∑
i=1

1 =
√
n‖x‖2,
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‖x‖21 = (

n∑
i=1

|xi|)2 =

n∑
i=1

n∑
j=1

|xi||xj | =
n∑
i=1

|xi|2 +
∑
i 6=j

|xi||xj | ≥
n∑
i=1

|xi|2 = ‖x‖22

=⇒‖x‖1 ≥ ‖x‖2.

Q3. The matrix p-norm is defined as

‖X‖p = max{‖Xu‖p | ‖u‖p ≤ 1}.

Show the following results

(a) ‖X‖∞ = max1≤i≤m{
∑n
j=1 |Xij |}.

(b) ‖X‖2 = σmax(X) =
√
λmax(XTX), where σmax(X) denotes the largest singular value of X, and

λmax(A) the largest eigenvalue of A.

Solution:

(a) Let xTi denote the ith row of X. Then we have

‖X‖∞ = max
‖u‖∞≤1

{‖Xu‖∞}

= max
‖u‖∞≤1

{
max

i=1,...,m
|xTi u|

}
= max
i=1,...,m

{
max
‖u‖∞≤1

|xTi u|
}

= max
i=1,...,m


n∑
j=1

|Xij |


(b)

‖X‖22 = sup{‖Xu‖22 | ‖u‖2 ≤ 1} = sup{uTXTXu | ‖u‖2 ≤ 1}

Since
uTXTXu

uTu
≤ λmax(XTX)

and the upper bound is achieved when u is the principal eigenvector. Therefore,

‖X‖22 = λmax(XTX).

Let XTX = QΛQT , and X = UΣV T . Since

XTX = V ΣTUTUΣV T = V Σ2V T ,

we have

σ2
i = λi(X

TX)⇔ σi =
√
λi(XTX).

Q4. Verify the following: Given that A ∈ Cn×n is Hermitian,

(a) ‖A‖2F =
∑n
i=1 λ

2
i .

(b) det(A) =
∏n
i=1 λi

(c) tr(A) =
∑n
i=1 λi.
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Solution: Use eigendecomposition A = QΛQH .

(a)

‖A‖2F = tr(AHA) = tr(QΛQHQΛQH) = tr(Λ2) =
∑
i

λ2i

(b)

det(A) = det(QΛQH) = det(QHQΛ) = det(Λ) =
∏
i

λi

(c)

tr(A) = tr(QΛQH) = tr(QHQΛ) = tr(Λ) =
∑
i

λi

Q5. Show the following results

(a) Suppose A ∈ Rn×n is positive semidefinite. If Ai,i = 0 for some i, then Aj,i and Ai,j are zeros for

all j = 1, . . . , n.

(b) Suppose A ∈ Cn×n is positive semidefinite. If Ai,i = 1 for i = 1, . . . , n, then |Ai,j | ≤ 1 for any i, j.

Solution:

(a) Consider an x whose ith entry is xi, jth entry one, and all other entries zeros. Then we have

xTAx = Aj,j + 2Ai,jxi ≥ 0 for any xi. But this is impossible unless Ai,j = 0. To see why,

suppose Ai,j > 0. Then for xi < −Aj,j/2Ai,j , we have xTAx < 0. Similarly, Ai,j can not be

negative.

(b) Consider an x whose ith entry is 1, jth entry is ejθ, and other entries zeros, where j =
√
−1 and

θ ∈ R. Then we have xHAx = Ai,i+Aj,j +2R{Ai,jejθ} = 2+2R{Ai,jejθ} ≥ 0. Thus |Ai,j | ≤ 1.

Q6. (10%) Let X ∈ Sn. Show that

tr(XY ) ≥ 0 ∀ Y ∈ Sn+

if and only if X is PSD.

Solution: The “if” part. Let X = QΛQT denote the EVD. Then we have

trXY = trQΛQTY = trΛ(QTY Q) =

n∑
i=1

λi[Q
TY Q]i

Since Y is PSD, so is QTY Q, and thus [QTY Q]i ≥ 0. Therefore, trXY ≥ 0.

The “only if” part. We have

trXY = trQΛQTY = trΛ(QTY Q) ≥ 0, for all Y ∈ Sn+.

Setting Y = Qeie
T
i Q

T , we have trXY = λi ≥ 0.
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