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Q1. Consider the following problem.

min
x1,x2

f(x1, x2) = x1 + x2

s.t. 2x1 + x2 ≥ 1

x1 + 3x2 ≥ 1

x1 ≥ 0, x2 ≥ 0.

(a) Sketch the feasible set and find the optimal solution.

(b) Use the optimality condition to verify the obtained solution is optimal.

Q2. Consider the following three problems, where ai ∈ Rn, i = 1, . . . ,m, b ∈ Rm, and M > 0 are given

data.

1. The robust least-squares problem

min
x

m∑
i=1

ϕ(aTi x− bi),

where x ∈ Rn, and ϕ : R → R is defined as

ϕ(u) =

{
u2, |u| ≤ M,

M(2|u| −M), |u| > M.

2. The least-squares problem with variable weights

min
x,w

m∑
i=1

f(aTi x− bi, wi)

s.t. w ≥ 0,

where x ∈ Rn, and f : R×R → R is defined as

f(u,w) = u2/(w + 1) +M2w.

3. The quadratic program

min
x

m∑
i=1

g(aTi x− b)

where g(u) is defined as

g(u) = min
s,t

s2 + 2Mt

s.t. |u| ≤ s+ t,

0 ≤ s ≤ M,

t ≥ 0.

Show the following results.

(a) Show that problem (1) and problem (2) are equivalent by showing that

ϕ(u) = min
w≥0

f(u,w).

(b) Show that problem (1) and problem (3) are equivalent by showing that

ϕ(u) = g(u).

1


