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Q1. Please point out what are the flaws in the following arguments.

(a) Question: Is the set C = {x | aT1 x ≤ b1 or aT1 x ≤ b2} convex?

No. The union of two convex is not convex.

(b) Question: Show that the set V = {x ∈ Rn | ∥x − x0∥ ≤ ∥x − xi∥, i = 1, . . . , n} is a polyhedron.

Argument: Because ∥x−x0∥ ≤ ∥x−xi∥ =⇒ (x0−xi)
Tx ≥ 1

2 (x
T
0 x0−xT

i xi) for i = 1, . . . , n, we have

V = {x | (x0 − xi)
Tx ≥ 1

2 (x
T
0 x0 − xT

i xi), i = 1, . . . , n}.

Therefore V is a polyhedron.

(c) Given a polyhedron P = {x | Ax ≼ b} with nonempty interior, show how to find x0, . . . , xK such

that P is V (x0).

Argument: Let xi be a point in the interior of P . Denote the ith row of A as aTi . Let xi be the

mirror image of x0 with respect to the hyperplane aTi x = b.

(d) Question: Show the following set is convex: C = {x | B(x, a) ⊂ S}, where a ≥ 0, S is a convex set,

and B(x, a) = {y | ∥y − x∥ ≤ a}.
Argument: Let x1, x2 ∈ C, and 0 ≤ θ ≤ 1. We have ∥y − (θx1 + (1 − θ)x2)∥ ≤ a. (The remaining

argument is skipped.)

Solution:

(a) C can be convex in some cases. A correct answer could be “C is not convex generally”.

(b) This only shows shat V is a subset of {x | (x0 − xi)
Tx ≥ 1

2 (x
T
0 x0 − xT

i xi), i = 1, . . . , n}.
(c) You need to verify that x0, . . . , xK are correct.

(d) y is not defined.

Q2. Prove the Hadamard’s inequality

detP ≤
n∏

i=1

Pii,

where P ∈ Sn
+.

(a) Step1: (Cholesky decomposition) Show that a PD matrix P can be decomposed as P = RTR, where

R is an upper triangular matrix with positive diagonal entries.

(b) Step2: Use the Cholesky decomposition to prove that the Hadamard’s inequality is true for a PD

matrix P .

(c) Step3: Show that the Hadamard’s inequality is true for a non-PD symetric matrix P .

Solution:

(a) Show by induction. For n = 1, this is obviously true. Suppose this is true for n, we show this is

true for n+ 1. We partition P as

P =

[
P11 P12

PT
12 P22

]
,
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where P11 ∈ Rn×n, P12 ∈ Rn and P22 ∈ R. Since P11 is PD, we can decompose P11 = RT
11R11

where R11 is upper triangular with positive diagonals. We claim that the following R defined as

R =

[
R11 R−T

11 P12

0
√
P22 − PT

12P
−1
11 P12

]

is the Cholesky factor we are looking for. We first need to show that R is well defined. As RT
11 is

lower triangular with positive diagonals, R11 is invertible and R−T
11 P12 is well defined. We need

P22 − PT
12P

−1
11 P12 > 0 as well. This can be seen from

P22 − PT
12P

−1
11 P12 =

[
−P−1

11 P12

1

]T [
P11 P12

PT
12 P22

]T [−P−1
11 P12

1

]
> 0

We now verify P = RTR.

RTR =

[
RT

11 0

PT
12R

−1
11

√
P22 − PT

12P
−1
11 P12

][
R11 R−T

11 P12

0
√

P22 − PT
12P

−1
11 P12

]
=

[
RT

11R11 P12

PT
12 P22

]
= P.

(b) Let P = RTR be the Cholesky decomposition. We write R = [r1, . . . , rn]. Then we have

rTi ri = Pii, which implies that r2ii ≤ Pii. Since R is an upper triangular matrix, we have

detR =
∏n

i=1 rii. Therefore,

detP = (detR)2 = (
n∏

i=1

rii)
2 ≤

n∏
i=1

Pii.

(c) If P is not PD but PSD, then detP = 0. We also have
∏n

i=1 Pii ≥ 0.

Q3. Show that

f(x) =
n∏

k=1

xαk

k , dom f = Rn
++,

is concave, where αk are nonegative numbers with
∑

k αk = 1. Hint:

(a) Show the following result first: For a symmetric matrix A ∈ Rn×n, if A is diagonally dominant (i.e.

|Ai,i| ≥
∑

j ̸=i |Aj,i|, for i = 1, . . . , n) and if Ai,i > 0 for i = 1, . . . , n, then A is positive semidefinite.

(b) Compute the Hessian of f(x) and show that it is negative semidefinite.

Solution: We prove a slightly stronger result. We assume that A is Hermitian. Then for any

x ∈ Rn,

xHAx =
n∑

i=1

|xi|2Aii + 2
∑
i>j

R{Aijx
∗
i xj}

≥
n∑

i=1

|xi|2
∑
j ̸=i

|Aij |

+ 2
∑
i>j

R{Aijx
∗
i xj}

=
∑
i>j

(|xi|2|Aij |+ |xj |2|Aji|) + 2
∑
i>j

R{Aijx
∗
i xj}

≥
∑
i>j

|Aij |(|xi|2 + |xj |2)− 2
∑
i>j

|Aij ||xi||xj |

≥ 0.
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Now let us show that f(x) is concave by second order condition.

∂f

∂xi
= αix

−1
i

n∏
k=1

xαk

k

∂2f

∂xi∂xj
= αiαjx

−1
i x−1

j

n∏
k=1

xαk

k , i ̸= j

∂2f

∂x2
i

= αi(αi − 1)x−2
i

n∏
k=1

xαk

k

If we let q = x−1, then

∇2f(x) =

(
n∏

k=1

xαk

k

)(
diag(q)ααTdiag(q)− diag(q)diag(α)diag(q)

)
=

(
n∏

k=1

xαk

k

)(
diag(q)(ααT − diag(α))diag(q)

)
If we have ααT−diag(α) ≼ 0, then∇2f(x) ≼ 0, and we are done. So let us show that diag(α)−ααT ≽
0. But diag(α) − ααT is diagonally dominant, as (αi − α2

i ) −
∑

j ̸=i αiαj = αi − αi(
∑n

j=1 αj) = 0,

hence diag(α)− ααT is PSD.
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