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Q1. Consider the following problem.
min [z —y||3
x
s.t. x> a, c—bTz > 0.
where y € R", a,b € R, and c € R are given data. We assume the problem is strictly feasible.
(a) Write down the KKT conditions.
(b) Let 2* denote the primal optimal solution and ¢* denote the dual optimal solution associated with

the constraint ¢ — b”z > 0. From the KKT conditions, derive the relationship between z* and o*.
(¢) Devise a fast algorithm to find the primal and dual optimal solutions.

Solution:
(a) Let A and o denote the dual variables associated with constraints z > a and ¢ — b7z > 0,
respectively. The KKT conditions are

x> a, (1)

c—blz >0, (2)

A >0, (3)

o >0, (4)

Ai(z; —a;) =0, Vi, (5)
o(c—bTz) =0, (6)

20 —y)—A+ob=0. (7)

(b) From Eq.(6), we can see that
z=(y—%b)+ i\

Let us investigate the relationship between x and o.

Case 1: Suppose y; — $b; > a;. As A\; > 0, we have 2; > a;. From Eq.(5), we have \; = 0.
Thus z; = y; — 3b;.

Case 2: Suppose y; — $b; = a;. Then we have z; = a; + %/\i. From Eq.(5), we have \? = 0
Therefore A\; = 0 and z; = y; — b;.

Case 3: Suppose y; — $b; < a;. Then 0 < 2; —a; = (y; — $bi) + %Ai —a; < %)\i. From Eq.(5),
we have z; = a; and \; = 2(a; — y; — $b;).

Summarizing these three cases, we have

— [ A
r; = max{y; — $bj,a;}, i=1,...,n.

and \; = max{2y; — ob;,2a;} — (2y; — ob;).
(¢) The KKT conditions reduce to

c—bTx >0, (8)

o >0, (9)

olc—b"z) =0, (10)

x; = max{y; — $bj,a;}, i=1,...,n. (11)

To solve this equations, let us first consider the three cases.




Case 1: Suppose that ¢ — Y | b; max{y;,a;} > 0. We have ¢ = 0, as if ¢ > 0, then

n n
c—bTe=c— Zbi max{y; — $bi,a;} > c— Zbi max{y;,a;} > 0,
i=1 i=1

which violate Eq.(10). We also have
x; = max{y;,a;}, i=1,...,n.

Case 2: Suppose that ¢ — > ; b; max{y;,a;} = 0. Then it can be easily seen that ¢ = 0 and
x; = max{y;,a;}, i=1,...,n is a solution.
Case 3: Suppose ¢ — >, bymax{y;,a;} < 0. We must have o > 0. For otherwise,

OSC—bT$:C_ZbimaX{yi7ai} < 0)
i=1

which is a contradiction. Therefore, we have ¢ = bz, or
n
c= g b; max{y; — $b;, a;}.
i=1

Define f(o) = Y7, bimax{y; — $b;,a;} with domain o > 0. We want to solve the equation
f(o) = cfor 0. Define f;(0) = b; max{y; — $b;,a;}. Then we have

yibi — Zb27 if o S ag;
filo) = 2 .
biai, if o > T,

where 0; = 2(y; — a;)/b;. Because f;(0) is decreasing, by definition of f(z), so is f(z). To solve
for f(x) = ¢, we can simply use bisection.

A better method exists by observing that f;(o) is piece-wise, and so is f(x). Without loss of
generality, we assume that o1 < 0g... < 0,,. By definition of f(o) we have, when o; < 0 < 7,41
( we define o9 = 0 and 0,41 = 00),

J@) =3 5@ =35+ X L@ =D ba+ 3 Wb -5 (12)

Jj=i+1 Jj=i+1

Our next step is to determine the solution o* of f(o) = ¢ lies in which region [0/, 05/ 41). As
f(o) is decreasing and 0g < 01 <, ..., 0,, we can compute f(o;) fori =1,...,n and find out the
region f(o;) < ¢ < f(oy41). This implies that o, < 0* < gy11. Within this region [0y, 04741),
we have

f@) =3 fi@) =3 filo)+ 3 filo) =D biag+ 3 (yib;— 5. (13)

Jj=i'+1 Jj=i'+1

The solution z* can be easily computed as f(o) is just linear now.




